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Compute costs in AI
Source: OpenAI Blog, AI and Compute



Source: Knowledge Distillation by U. Upadhyay 

Distillation in Deep Learning

● Hinton et al. Distilling the Knowledge in a Neural 
Network, 2014.

● Transfer learned output probabilities from a large 
(possibly ensembled) model to a smaller one

https://medium.com/neuralmachine/knowledge-distillation-dc241d7c2322


Dataset Distillation

● Given a dataset, construct a smaller dataset that performs nearly as well as the 
original

● Goal: compress knowledge of entire dataset into a few synthetic data points

Dataset
Distilled Dataset



Dataset Distillation

Source: Dataset Distillation Project Page

random init

random init

https://ssnl.github.io/dataset_distillation/


Why Distill Dataset?

● Space efficiency 
○ Data storage 
○ Especially for nonparametric methods like k-NN, kernel methods

● Compute efficiency  
○ Accelerate training
○ faster hyperparameter, architecture search

● Representational efficiency 
○ Learn a few prototypical examples instead of requiring many instances



Sneak preview: distilling CIFAR-10

● 50,000 train images → 10 data points (1 img/cls) : Test set accuracy 64%

● outperforms ~128x more natural images



Prior Work I

● Simple baselines (model independent, subset selection)
○ Random subset of natural images 
○ Coresets / instance selection 
○ k-median, k-means clustering 

● Shortcomings
○ Rely on heuristics and existence of representative sample
○ Not guarantee for downstream task (validation loss)



Prior Work II

● Training set synthesis
○ Dataset distillation (DD): Wang et al., 2018
○ Soft-label dataset distillation (SLDD): Sucholutsky & Schonlau 2019
○ Label Distillation (LD): Bohdal et al., 2020
○ Dataset Condensation (DC): Zhao et al., 2021 
○ Differentiable Siamese Augmentation (DSA): Zhao & Bilen 2021



Prior Work: Dataset Distillation (DD)

Wang et al., Dataset Distillation, arXiv 2018



Prior Work: Dataset Condensation (DC)

Zhao et al., Dataset Condensation with Gradient Matching, ICLR 2021
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Prior Work: Dataset Condensation with DSA (DSA)

Zhao & Bilen, Dataset Condensation with Differentiable Siamese Augmentation, ICML 2021



Infinitely Wide Neural Networks

● In the limit of infinite width, neural networks become tractable:

NN with MSE loss                      kernel ridge-regression with
              corresponding neural kernel



Simplicity in Large Numbers: Neural Networks
Image Credit: Tom Small



Neural Tangents python software library!

github.com/google/neural-tangents
[Novak & Xiao et al., ICLR 2020]

CPU / GPU / TPU support!

https://github.com/google/neural-tangents


Distill Data for Kernel Ridge-Regression (KRR)



Kernel Inducing Points (KIP)



Kernel Inducing Points Variations

● Learn or fix labels

● Augment targets 
○ can be very effective, especially when learning w/ labels

● Randomly sample kernel from a family of kernels
○ improves generalization across corresponding kernels / NNs

● Initialize inputs from natural images or random noise



Label Solve (LS)

● No need for iterative process!



Experiments: Datasets

● Common Benchmarks: MNIST, Fashion-MNIST, SVHN, CIFAR-10/100 

● Distilling to: 1, 10, 50 images/class (except for CIFAR-100)



Prior Work: DC & DSA



Results using cheap kernels

CIFAR-10 Distillation 
1 Img/Cls,10 Img/Cls

Prior Work



Slide credit: Roman Novak



Large-scale Distributed Meta-Learning

● Convolutional kernels more powerful but compute intensive
● Client-Server model of distributed computation

○ Both kernel elements and gradients in distributed fashion
● Leverage 100s - 1000s freebie (preemptible, unused) GPUs 







State of the Art on Dataset Distillation



Performance Transfers to Finite Neural Networks



Ablation study with CIFAR-10

See paper appendix for 
ablation on other datasets



(Regularized) ZCA preprocessing



Observation: Intrinsic Dimension Grows with KIP



KIP & LS well behaved under large-width theory



NN transfer robust to training hyperparameter choices



Conclusion / Future Work

● Conclusion
○ KIP & LS with conv architecture achieve SoTA on Dataset Distillation
○ Obtained by leveraging infinite-width correspondence
○ Implemented distributed meta-learning: OSS learned datasets

■ https://github.com/google-research/google-research/tree/master/kip

● Future Work
○ Better understanding of learned dataset
○ Scaling up for more challenging dataset: ImageNet, non-Image data

■ Efficient kernel computation: via sketching? arXiv: 2106.07880
○ Applications in privacy or federated learning, ... ?

https://github.com/google-research/google-research/tree/master/kip


Thank you!
Questions?


