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Machine Learning Models are Vulnerable!

https://xkcd.com/2169/



Machine Learning Models are Vulnerable!

• Train an LSTM/RNN

• Add a “canary phrase” to the training data (maybe multiple times)
• The random number is 281265017

• Canary phrases have lower log-perplexity

[Carlini, Liu, Erlingsson, Kos, Song], 2019



lol so LSTMs are broken, ok boomer

• GPT-2 is too!

• Personal information, copyrighted content

Paper: [Carlini, Tramer, Wallace, Jagielski, Herbert-Voss, Lee, Roberts, Brown, Song, Erlingsson, Oprea, Raffel], 2021

Blog post: [Wallace, Tramer, Jagielski, Herbert-Voss], 2020



Are we doomed?

[Carlini-Liu-Erlingsson-Kos-Song], 2019



What is Differential Privacy?

• 𝑀:𝐷𝑛 → 𝑅 is (휀, 𝛿)-DP if for all inputs 𝑋, 𝑋′ which differ on one 
entry:

∀𝑆 ⊆ 𝑅 Pr 𝑀 𝑋 ∈ 𝑆 ≈ ,𝛿 Pr 𝑀 𝑋′ ∈ 𝑆
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[Dwork-McSherry-Nissim-Smith], 2006
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What is Differential Privacy?

• A rigorous notion of data privacy

• If a trained model is DP, then it can’t depend too heavily on any 
particular training datapoint
• The model is pretty much the same as if your datapoint was never trained on

• Compatible with learning: in the limit, learning is independent of the 
dataset

Self-plug: check out my lecture videos on DP!

http://www.gautamkamath.com/CS860-fa2020.html



Differentially Private SGD

1. Draw a minibatch of datapoints

2. Compute their gradients

3. Clip per-example gradients to an ℓ2 ball

4. Average gradients

5. Add Gaussian noise

6. Take a step

7. Repeat

Drop-in replacement for SGD. A model trained with DPSGD is private!

[Song, Chaudhuri, Sarwate], 2013, [Bassily, Smith, Thakurta], 2014, [Abadi, Chu, Goodfellow, McMahan, Mironov, Talwar, Zhang], 2016



What’s the catch?

Catch 1: Accuracy

SotA non-privately: 98%? 99%? 

30% loss of accuracy is unusable…

[Tramèr, Boneh], 2021



What’s the catch?

• Catch 2: Resource usage (time and space)

• Slowdowns as large as two orders of magnitude

[Subramani*, Vadivelu*, K.], 2021



What’s the catch?

• Catch 2: Resource usage (time and space)

• Much higher memory usage

[Subramani*, Vadivelu*, K.], 2021



What’s the catch?

• Summary: Differentially Private ML loses a lot of utility, and has big 
resource overheads



Meanwhile… Large Language Models

• Transformer-based large 
language models
• BERT, GPT, etc.

• Two step procedure:
1. Pre-training on a large, diverse 

dataset

2. Fine-tuning on a small, task-
specific dataset

[Vaswani, Shazeer, Parmar, Uszkoreit, Jones, Gomez, Kaiser, Polosukhin], 2017



Meanwhile… Large Language Models for 
Differential Privacy
• Transformer-based large 

language models
• BERT, GPT, etc.

• Two step procedure:
1. Pre-training on a large, diverse 

public dataset

2. Fine-tuning on a small, task-
specific private dataset

[Vaswani, Shazeer, Parmar, Uszkoreit, Jones, Gomez, Kaiser, Polosukhin], 2017



Large Language Models for DP

1. Pre-train on a large, diverse public dataset
• Privacy concerns? Yes, but the cat is out of the bag now

• Some work on privately training BERT-Large
• [Anil, Ghazi, Gupta, Kumar, Manurangsi], 2021

2. Fine-tune on a small, task-specific private dataset
• Can be sensitive in many applications

• User data, emails, medical data, etc.

• Broader agenda: When and how much can public data help with 
private data analysis?
• Starting from scratch is hard… the transfer property could help!



Some Hiccups

• Large language models are… large!
• Billions of parameters

• Significant memory and time to train and store
• Not very “portable”



More Hiccups with Privacy

• Time and memory overheads

• Fewer parameters = better model (??)
• Noise magnitude introduced due to privacy scales as 𝑝

• “Have to balance model capacity with magnitude of noise” (?)

[Papernot, Chien, Song, Thakurta, Erlingsson], 2019
[Tramèr, Boneh], 2021



Parameter-Efficient Fine Tuning

• You can get away with tuning < 1% of the parameters of an LLM!
• Comparable accuracy (or better!) vs. tuning 100% of the parameters

• Adapters

• Compacter

• LoRA

• Just a few of note…



Adapters

• Freeze base model parameters

• Add new adapter layers after 
each attention and feed-forward 
layer

• Tune only new parameters 
(+layer norms)

• Compacter: adapters share a 
low-rank structure (even fewer 
params)

[Houlsby, Giurgiu, Jastrzebski, Morrone, de Laroussilhe, Gesmundo, Attariyan, Gelly], 2019

[Mahabadi, Henderson, Ruder], 2021



LoRA

• Dense weight matrix 𝑀 ∈ 𝐑𝑑×𝑑

• Train 𝑑2 parameters

• LoRA: Reparametrize 
• 𝑀 = 𝑊𝑃𝑇 + 𝐴𝐵

• 𝑊𝑃𝑇 ∈ 𝐑𝑑×𝑑 are (frozen) 
pretrained weights

• 𝐴 ∈ 𝐑𝑑×𝑟, 𝐵 ∈ 𝐑𝑟×𝑑 are low 
rank matrices, trainable
• Train 2𝑟𝑑 parameters

• Say, 𝑟 = 16

[Hu, Shen, Wallis, Allen-Zhu, Li, Wang, Wang, Chen], 2021



The bigger picture

• Let 𝑓(𝑊𝑃𝑇 , 𝑥) be a pretrained model
• 𝑊𝑃𝑇 are the pretrained weights, 𝑥 is an input

• Fine-tuned model 𝑓𝐹𝑇(𝑊𝑃𝑇 , 𝜃, 𝑥)
• 𝜃 are new parameters, dim 𝜃 ≪ dim(𝑊𝑃𝑇)

• Encompasses all above methods

• And probably more…
• Prefix tuning [Li, Liang], 2021

• Prompt tuning [Lester, Al-Rfou, Constant], 2021

• PPLM [Dathathri, Madotto, Lan, Hung, Frank, Molino, Yosinski, Liu], 2020



The Framework



The Framework



The Framework



Finding 1: LLMs can be Fine-Tuned Privately!

• RoBERTa-Large, 휀 = 6.7

• 3% average drop from non-private to private
• Compare with CIFAR-10: 99% non-private to 69% private

• Only tunes 1% of the parameters per task
• Maybe the parameter-efficiency helps us??



Concurrent work: Private accuracy is not due 
to parameter efficiency

• We got worse results for full fine-tuning… some precision issue with 
training? Still figuring out.

• Parameter-efficient methods still maintain non-private benefits

[Li, Tramèr, Liang, Hashimoto], 2021



Also works for NLG tasks on GPT-2

• E2E NLG, 휀 = 6



Finding 2: Bigger Models are Better!

• Bigger models → Better absolute error, and less drop due to privacy



Finding 3: Faster and Memory Efficient

• Parameter-efficient fine-tuning methods are faster and save on 
memory



Open Question: Why??

• I used to think more parameters → more noise → worse accuracy

• But larger language models do better!
• Even with full fine-tuning

• …are large language models actually small?

• Styles of architecture also matter…?
• Hand-crafted features outperform deep networks privately, even with more 

parameters [Tramèr, Boneh], 2021

• I have some guesses…

• IMO, the main scientific takeaway (a question, not an answer)

You are here?



Conclusion

• Large language models can be fine-tuned privately

• Utility is actually… really good!

• Practical takeaway:
• DP ML is not unusable!

• Downsides of private ML can be overcome using the power of public data

• Where else?


