
NLP: Many Tasks / A Single Model

Architecture name *former

● Language Modeling Objectives (Masked / Autoregressive), often pretraining
● Classification (often fine-tuning)
● Generation: Translation, Summarization, Question Answering
● Short vs Long Inputs
● Multilinguality and X-Transfer



NLP: Many Tasks / A Single Model
● The past: LSTM-RNN, Convolutions (e.g. ByteNet, ConvSeq2Seq, SliceNet).
● Transformers are the default architecture.
● Attention & Self-Attention: Inductive Bias that tokens should dynamically 

interact. Query, Key, Value terminology = content retrieval
● Attention & Self-Attention: Do not need to wait for information to propagate.

https://arxiv.org/pdf/1705.03122.pdf
https://arxiv.org/pdf/1706.03059.pdf


NLP: Many Tasks / A Single Model
● Let us start pessimistically about architecture papers… 
● Many modifications to Transformers reported to outperform the original one,

    Either hard to reproduce or do not transfer across tasks. LINK

https://aclanthology.org/2021.emnlp-main.465.pdf


Pay Attention to Mlps [link]
● They propose gMLPs and show that it can match Transformers on some language 

and vision applications.
● NLP: On BERT pre-training they achieve parity on perplexity.
● NLP: On BERT fine-tuning worse; they investigate ideas to close the gap.
● gMLP = gating + MLP

https://arxiv.org/pdf/2105.08050.pdf


Pay Attention to Mlps [link]
● Key ingredient the spatial gating unit SGU.
● Mixer would suggest using a spatial projection with position biases:

● Attention is a 3rd order interaction: q k v; this would be 1st order.
● They make it 2nd order:

● However a special second order by pointwise multiplication: z z.
● Better to use linear projections to create two Z’s

● Strangely f needs to be initialized to a constant function: f(z) = 
ones_like(z)

https://arxiv.org/pdf/2105.08050.pdf


Pay Attention to Mlps [link]
● Ablation study on BERT pre-training. (stdev is 0.01)
● gMLPs need bigger Feed-Forwards and need to be deeper
● BERT is L=24 and hidden=768
● Learned W is close to a 1-d convolution with kernel-width = sequence length

= Random Synthetizer

https://arxiv.org/pdf/2105.08050.pdf


Pay Attention to Mlps [link]
● As you scale up you need more than 2 times the number of layers.
● Results on fine-tuning can depend on the tasks. They scale with similar

    Slope; conjecture: Scaling Law asymptotically does not depend on presence of 
self attention.

https://arxiv.org/pdf/2105.08050.pdf


Pay Attention to Mlps [link]
● My Conjecture: MLM < SST-2 < MNLI < SQUAD
● Then gMLP takes a hit; you need to bring back attention.
● Tiny attention is one-head.

https://arxiv.org/pdf/2105.08050.pdf


Pay Attention to Mlps [link]
!! These are my takeaways from the paper !!

● Cannot find a single-sentence motivation to recommend these models for NLP.
● At a theoretical level the finding is intriguing. Could one prove that gMLPs have the 

Universal Approximation property for sequences ? 
● Transformers were first studied for Generation (MT ). Maybe these models will take

        even a bigger hit on Generation?
● Besides the increased depth, bringing back the tiny attention might slow things down 

significantly at inference time compared to the Transformer.

https://arxiv.org/pdf/2105.08050.pdf


Synthetizer [link]
● Is Self-Attention really required?
● They suggest surrogating self-alignments.
● Investigate both pretraining, fine-tuning and generation.
● Their models take a hit, discuss how to close the gap with the Transformer.
● This paper appeared before the Mixer paper; Mixer is a special case

of Synthetizer.
● Close relationship with previous work:

○ Raganato: for Transformer encoders use fixed (non-learnable) 
attention patterns.

○ Lightweight and Dynamic convolutions: Attention patterns are 
replaced by convolutional weights; either fixed (Light) or a linear 
function of the current token (Dynamic)

W

https://arxiv.org/pdf/2105.08050.pdf
https://arxiv.org/pdf/1901.10430.pdf


Synthetizer [link]
● Random Synthetizer: W is a parameter (not a new idea, in Light Convolutions 

It is a parameter with the convolutional inductive bias) -> 1st order 
interaction

● Dense Synthetizer: R is predicted by an MLP -> 2nd order interaction. Note 
with Dynamic Convolutions, R was just predicted by a linear map. Back the 

    Idea of 2nd order.

● Let N be the sequence length. As there is no convolutional bias… if N is 
large >> channel dimension then comparison with the Transformer (on parameter 
size) starts to become unfavorable.

https://arxiv.org/pdf/2105.08050.pdf


Synthetizer [link]
● Factorized Dense Syn; N = a * b; build an R_a projecting to sequence 

length a; R_b to seq length b; then tile and get back sequence length N.

● Factorized Random: Use a latent factorization of the parameter R (k=8)

https://arxiv.org/pdf/2105.08050.pdf


Synthetizer [link]
● Why the dense one does not use the factorization idea and relies on 

tiling?

● You can take a mixture (even using the standard self-attention as one 
candidate).

https://arxiv.org/pdf/2105.08050.pdf


Synthetizer [link]
● Machine Translation and LM: you need attention and X-attention.
● Limitation 1: One model size (~ Transformer Base)
● Limitation 2: En to close languages (De and Fr).
● Paper on Dynamic Convolutions reported that they outperformed the 

Transformer. Here not the case.
● Unclear how SVO / SOV languages perform. Unclear what happens at the scale 

of Transformer Big.

https://arxiv.org/pdf/2105.08050.pdf


Synthetizer [link]
● On summarization attention does not help

● On MLM you need attention. (Speed comparison at training, but unclear if 
Convolutions were efficiently implemented on TPU)

https://arxiv.org/pdf/2105.08050.pdf


Synthetizer [link]
● On GLUE/SuperGLUE you need Attention. Harder tasks (entailment) benefit 

from attention (longer dependencies get connected).

https://arxiv.org/pdf/2105.08050.pdf


Synthetizer [link]
!! These are my takeaways from the paper !!

● Cannot find a single-sentence motivation to recommend these models for NLP.
● At a theoretical level the finding is intriguing. Very comprehensive investigation across 

tasks. 
● Unclear inference speed + how efficiently operations could be implemented. (No convolution 

prior).
● Sometimes Random + Vanilla > Dense + Vanilla (which should be more expressive). Is 

there an issue with training?

https://arxiv.org/pdf/2105.08050.pdf

