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On The Trainability of Sparse Neural Networks

What is the role of over-parametrization in Deep Learning?
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= lterative Magnitude Pruning. Is that so?

Frankle & Carbin (2019; ICLR)
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Frankle & Carbin (2019; ICLR)



The Lottery Ticket Hypothesis

A )\ = Many Implications

A AR



The Lottery Ticket Hypothesis in
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How Could the RL Distribution Shift Affect the Hypothesis?

Weight crucial
to exploration
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... but not for
optimal policy

Schaul et al. (2019)

s, Supervised Behavioural Cloning

Rusu et al. (2015)



Winning Tickets in RL Require More Parameters




Disentangling Contributions: Mask, Weights & Pruning Ratios
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Mask Accounts for Most of Ticket Effect in RL: Toy Envs

Permuting initial weights of lottery ticket does not impair effect.



Tickets Identify Minimal Task-Relevant Dimensions (I)

Training Curves for Sparsified Gridworld

> Input and Model

| = Full'input + dense network
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Task relevant pixels are preserved & redundant info is pruned.



Tickets Identify Minimal Task-Relevant Dimensions (1)




Tickets Identify Minimal Task-Relevant Dimensions (l1)
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% Pruned Input Dimensions
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Tickets Identify Minimal Task-Relevant Dimensions (1V)

l l

IMP extracts relevant physical state dimensions in low-D tasks.



Tickets Identify Minimal Task-Relevant Dimensions (Extra)

Layer init. biases interpretability of IMP-extracted representations.



Summary
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The Ticket Effect in RL
requires more params

The Ticket Effect in RL is
due to the identified mask

The ticket mask encodes
minimal task representations




