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ML models are quite large ..
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Aren’t bigger models always better?

● Deployment of “large” models limited by either their 
inference cost or memory footprint. 
○ You can’t put PaLM 540B on your smartphone.
○ You don’t want to typically wait several minutes 

for an ML model to generate an output. 

So what? Model compression.
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What is Model Compression?

The main idea is to simplify the model without diminishing accuracy. A 
simplified model means reduced in size and/or latency from the original. 

➢ Size reduction can be achieved by reducing the model parameters 
and thus using less RAM. 

➢ Latency reduction can be achieved by decreasing the time it takes 
for the model to make a prediction, and thus lowering energy 
consumption at runtime (and carbon footprint).
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Knowledge Distillation (KD)

The generic framework of teacher-student knowledge distillation training. (Image source: Gou et al. 2020)

https://lilianweng.github.io/posts/2023-01-10-inference-optimization/%E2%80%9Dhttps://arxiv.org/abs/2006.05525%E2%80%9D
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Current KD methods are suboptimal for 
autoregressive models!

Informal: KD methods were originally designed for single-step 
classification / regression but auto-regressive models generate 
multi-step output sequentially token by token.

For people with RL background: Autoregressive models can be 
thought of as “agents”  and current KD methods are analogous to 
behavior cloning.
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Existing KD methods typically 
train on a fixed dataset of 
output sequences. This 
results in a mismatch with 
the sequences generated by 
the student 
auto-regressively during 
deployment.

Distribution Mismatch (Exposure Bias)

Well-known in the Imitation learning 
community.
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Common KD objective is to maximize the likelihood of samples likely under the teacher. 

However, the student is often not expressive enough to fit the teacher’s distribution and MLE can lead 
to unnatural student-generated samples. MLE = KL(P||Q).

Model Underspecification
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➢ GKD mitigates distribution mismatch by sampling output sequences 
from the student during training. 

➢ GKD handles model under-specification by optimizing alternative 
divergences, such as reverse KL, that focus on generating samples 
from the student that are likely under the teacher's distribution
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with CoT
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⍺ controls the strength of the distillation.
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Diffusion Models can be viewed as autoregressive models
- Can we do better distillation of such models? Maybe!

Feel free to reach out if interested in collaborating!


