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Background 🔍 Algorithm 📝 Experiments 🔑

Motivation: Data Selection with Scalability
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How can we select the best training tokens without large computational 
overhead? 

Redpajama-v1 

~ 1 Trillion 😕

Redpajama-v2 
~ 30 Trillion‼

https://docs.google.com/file/d/12aixrV2zmXW7RJ--zFG3bmmdCkMZ6cx6/preview


Background 🔍 Algorithm 📝 Experiments 🔑

Motivation: Pretrain for Better Generalization
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How to select the most beneficial training tokens for better 
generalization abilities? 



Background 🔍 Algorithm 📝 Experiments 🔑

Data Selection for LLM Pretraining
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Method Scalability In-domain 
Generalization

Out-of-Domain 
Generalization

Data-point 
Assessment

Quality Classifier ❌ ❌ ❌

Influence Function ❌ ✅ ✅

Domain 
Reweighting

DoReMi [1] ✅ ✅ ❌

DoGE [2] ✅ ✅ ✅

[1] DoReMi: Optimizing Data Mixtures Speeds Up Language Model Pretraining. 
[2] DOGE : Domain Reweighting with Generalization Estimation.



Domain Reweighting with Weak-to-Strong Generalization
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Consider: proxy-model  θ ; base-model  M ; k training domains  { D1, …, Dk} ;

○ Optimize domain weights  α ∈ △k  according to proxy-model’s preference;

○ Apply  α  to train the larger model  M .

Background 🔍 Algorithm 📝 Experiments 🔑

Proxy Model 
(small)

Data Mixing 

Pretrain 
Corpus

α=[0.8,0.15,0.05]

Base Model (large)



Previous Work: DoReMi
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Train a ref-model with uniform 
domain weights. (well-trained)

Train another proxy-model with group-DRO. 
→ update domain weights at each step.

Train the large-scale model with 
updated domain weights.

Group-DRO with Excess-Loss

Background 🔍 Algorithm 📝 Experiments 🔑



Previous Work: DoReMi 
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Down-weigh Redundant and Noisy domains 

Redundant: low l𝜃, low lref ⇒ Low excess loss ( l𝜃 - lref ) ⇒ Down-weighted;
Noisy:           high l𝜃, high lref   ⇒ Low excess loss ( l𝜃 - lref ) ⇒ Down-weighted;
Learnable:   high l𝜃, low lref    ⇒ High excess loss ( l𝜃 - lref ) ⇒ Up-weighted.

Group-DRO with Excess-Loss
• Consider: k domain datasets  { D1, …, Dk} ;

       proxy-model  θ ; well-trained  reference-model ; 

• Output: optimal domain weights  α ∈ △k .

Background 🔍 Algorithm 📝 Experiments 🔑



DoGE  v.s. DoReMi 🎶
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DoGE
• Formulate domain reweighting as a 

bilevel-optimization problem. 

• Propose an first-order reweighting 
algorithm with an explicit objective 
of generalizing to any sets of target;

• Empirical improvement on both 
i) Universal generalization and 
ii) Out-of-domain generalization 
scenarios.

Background 🔍 Algorithm 📝 Experiments 🔑

DoReMi (Pitfalls)
• Not efficient enough: 

Two proxy models with two-times 
memory & three-times computation 
costs;

• Lack of Robustness: 
Highly dependent on the capacity of 
small auxiliary models;

• Lack of flexibility:
Not capable if the target domain is 
out of the pretraining corpus.

https://github.com/sangmichaelxie/doremi#doremi-domain-reweighting-with-minimax-optimization


DoGE : Overview
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Background 🔍 Algorithm 📝 Experiments 🔑

update domain weights

update proxy modelGithub
Arxiv

CommonCrawl
Wikipedia

✖

reweighting

train a small-scale proxy model to find optimal domain weights

Step 2      

↠

resampling

train base model

train large-scale base LLM with resampled pretrain corpus according to the 
finalized domain weights

Step 1      



DoGE : Algorithm  
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Setup
• Consider: proxy-model  θ  ; k training domains  Dtrain={ D1, …, Dk} ; 

Set of target domains  Dtgt={ D’1, …, D’n} .

• Output: optimal domain weights  α ∈ △k .

➔ Universal Generalization: 

target domains are the entire training domains ( Dtgt = Dtrain )

➔ Out-of-Domain Generalization: 

target domain is an OoD distribution ( Dtgt = Dood ∉ Dtrain )   .

Background 🔍 Algorithm 📝 Experiments 🔑



DoGE : Algorithm  
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Universal Generalization Derivation 

➔ Optimal Domain-weights Search as a Bilevel Problem 

Background 🔍 Algorithm 📝 Experiments 🔑

Inner-loop: update the proxy model 
according to current domain weights α 

Outer-loop: update domain weights 
according to the updated model



DoGE : Algorithm  
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Universal Generalization Derivation 

➔ Inner-loop: Model Update at step t : 

➔ Outer-loop: We greedily minimize the average loss across all training domains 
at the next step (t+1): 

First-order Approx.

Plug in (1).

(1)

(2)

Background 🔍 Algorithm 📝 Experiments 🔑



➔ Define Generalization Estimation function on jth domain as: 

➔ The outer-problem (2) can be rewritten as: 

             , with

DoGE : Algorithm  
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Universal Generalization Derivation 

Background 🔍 Algorithm 📝 Experiments 🔑

< Gradient Alignment >



➔ Define Generalization Estimation function on jth domain as: 

➔ The outer-problem (2) can be rewritten as: 

             , with

➔ For better stability with stochastic noises, we estimate the high-order error term with 
Bregman Divergence 

DoGE : Algorithm  
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Universal Generalization Derivation 

Background 🔍 Algorithm 📝 Experiments 🔑

< Gradient Alignment >
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Universal Generalization Derivation 

Background 🔍 Algorithm 📝 Experiments 🔑

< Gradient Alignment >



➔ For OOD Generalization, we only need to modify the definition of generalization 
estimation function with the stochastic gradient   on Dood:

    , so that we have the generalization estimation 

scores across all k training domains as:

➔ Similarly, we have the domain weight update rule for OOD generalization:

DoGE : Algorithm  
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Out-of-Domain Generalization 

Background 🔍 Algorithm 📝 Experiments 🔑



Background 🔍 DoGE 📝 Proposal 🔑

Results: Universal Generalization 

13

Average Few-shot Reasoning Accuracy (82M → 684M) 

Background 🔍 Algorithm 📝 Experiments 🔑

*82M → 684M: experiment with 82M proxy-model and 684M base-model.
 DoReMi-50k: DoReMi trained with 50k steps (5x tokens; ~10x training time).



Background 🔍 DoGE 📝 Proposal 🔑

Results: Universal Generalization 
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Average Perplexity across Domains (82M → 684M) 

Background 🔍 Algorithm 📝 Experiments 🔑



Background 🔍 DoGE 📝 Proposal 🔑

Results: Universal Generalization 
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Domain Weights Evolutions (82M proxy) 

Background 🔍 Algorithm 📝 Experiments 🔑



Results: OOD Generalization on SlimPajama 
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Perplexity on Target Domain (82M → 124M) 

*Baseline (w/o target): uniform sampling without target domain.
*Oracle: uniform sampling with target domain.
+fine-tuning: finetune on the small set of validation set from the target domain, which is used by DoGE to compute 
domain weights. 

Background 🔍 DoGE 📝 Proposal 🔑Background 🔍 Algorithm 📝 Experiments 🔑



Results: OOD Generalization on Wiki40b

Perplexity on Target Language (82M → 124M) 

Background 🔍 DoGE 📝 Proposal 🔑Background 🔍 Algorithm 📝 Experiments 🔑

(a)  Catalan (b)  Dutch 
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Results: Robustness of Domain Weights

Domain Weights from Various Scale of Proxy Model 

Background 🔍 DoGE 📝 Proposal 🔑Background 🔍 Algorithm 📝 Experiments 🔑
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Discussion: Make DoGE stronger? 🪄
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Background 🔍 DoGE 📝 Proposal 🔑Background 🔍 Algorithm 📝 Experiments 🔑

• Granularity of Domains: 

do more fine-grained clustering on texts/reweighting on sequence level;

• Online Reweighting: get rid of the proxy model 

  Challenges: overfitting, computation overheads, etc.

• Scaling law of domain preference [3,4]: 

  How to smartly predict larger model’s preference from small proxies, instead of copying?

[3] RegMix: Data Mixture as Regression for Language Model Pre-training
[4] AutoScale: Automatic Prediction of Compute-optimal Data Composition for Training LLMs.
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