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Sure! Here's a classic Tiramisu 
recipe for you:

Classic Tiramisu Recipe

Ingredients�

� 6 large egg yolk�
� 3/4 cup granulated suga�
� 1 cup mascarpone cheese 

(room temperature�
� 1 1/2 cups heavy crea�
� 2 cups brewed espresso 

(cooled to room 
temperature�

� 2 tablespoons coffee 
liqueur (optional�

� 1 teaspoon vanilla extrac�
� 1 package ladyfingers 

(savoiardi�
� Unsweetened cocoa 

powder (for dusting�
� Dark chocolate shavings 

(optional, for garnish)

Instructions�

�� Prepare the Egg Yolk 
Mixture�

�� In a medium heatproof 
bowl, whisk together 
the egg yolks and 
granulated sugar until 
well combined.

Can you write me a 
recipe for tiramisu?



Some curious, inspiring facts about instruction following

Sample efficient
Training on just 1000 instruction-
response pairs leads to pretty darn 
good instruction following for a wide 
range of instructions.

LIMA: Less Is More for Alignment

Zhou et al., 2023
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Some curious, inspiring facts about instruction following

Sample efficient
Training on just 1000 instruction-
response pairs leads to pretty darn 
good instruction following for a wide 
range of instructions.

Even few-shot
A few in-context examples and a 
good prompt are also good enough 
to make a model follow instructions.

Small changes
A pretrained model agrees with an 
instruction-tuned model ~76% of the 
time on what word is most likely.

LIMA: Less Is More for Alignment

Zhou et al., 2023

The Unlocking Spell...

Lin et al., 2023
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This work
Adaptations (finetunings) that 
aren’t explicitly instruction-
tuning language models often 
do so implicitly anyway.
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Sure! Here's a classic Tiramisu 
recipe for you:

Classic Tiramisu Recipe

Ingredients�

� 6 large egg yolk�
� 3/4 cup granulated suga�
� 1 cup mascarpone cheese 

(room temperature�
� 1 1/2 cups heavy crea�
� 2 cups brewed espresso 

(cooled to room 
temperature�

� 2 tablespoons coffee 
liqueur (optional�

� 1 teaspoon vanilla extrac�
� 1 package ladyfingers 

(savoiardi�
� Unsweetened cocoa 

powder (for dusting�
� Dark chocolate shavings 

(optional, for garnish)

Instructions�
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Mixture�

�� In a medium heatproof 
bowl, whisk together 
the egg yolks and 
granulated sugar until 
well combined.
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Training Time: Response Tuning Testing Time: Same as Usual
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Sure! Here's a classic Tiramisu 
recipe for you:

Classic Tiramisu Recipe

Ingredients�

� 6 large egg yolk�
� 3/4 cup granulated suga�
� 1 cup mascarpone cheese 

(room temperature�
� 1 1/2 cups heavy crea�
� 2 cups brewed espresso 

(cooled to room 
temperature�

� 2 tablespoons coffee 
liqueur (optional�

� 1 teaspoon vanilla extrac�
� 1 package ladyfingers 

(savoiardi�
� Unsweetened cocoa 

powder (for dusting�
� Dark chocolate shavings 

(optional, for garnish)

Instructions�
�� Prepare the Egg Yolk 

Mixture�
�� In a medium heatproof 

bowl, whisk together 
the egg yolks and 
granulated sugar until 
well combined.

p(response |instruction)

(what will it generate?) Can you write me a 
recipe for tiramisu?

Condition on a real 
instruction and generate 
from the model

Train with no 
instructions
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Response 
Tuning

Generate 
response

Give me a 
recipe for 
tiramisu.

Here is a recipe for tiramisu.



Ingredients:

* 12 ladyfingers

* 1/2 cup coffee

* 1/2 cup marsala

* 1/2 cup heavy cream

* 1/2 cup mascarpone cheese

* 1/2 cup powdered sugar

* 1/2 cup chocolate shavings



Instructions:

1. Dip each ladyfinger into the coffee mixture.

2. Lay the ladyfingers in a trifle dish, alternating layers with the coffee mixture.

3. Once all the ladyfingers have been used, top with the mascarpone cheese, powdered sugar, and chocolate shavings.

Training and evaluating a 
response-tuned LM
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We evaluate instruction following by comparing a model’s outputs to those of 
a comparable explicitly instruction-tuned model. 
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What does it mean to follow instructions maybe just okay?

We evaluate instruction following by comparing a model’s outputs to those of 
a comparable explicitly instruction-tuned model. 

Pretrained 
LM

Instruction

Tuned LM

Response

Tuned LM

Train

1,000


responses

(LIMA)

Generate

800 Alpaca 

Eval 
Responses

Head-to-head 
Preferences

(AlpacaEval)

“Response tuning  
beats instruction 

tuning 43% of the 
time”

Style of Result

<
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Standard deviations estimated from 5 finetuning runs.
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Model



Response-tuned models are almost as good as instruction-tuned

If response tuning were just as good as instruction tuning, it would achieve 50% win rate.

Standard deviations estimated from 5 finetuning runs.

Base Llama-2-7B

Response-Tuned Llama-2-7B

Win Rate vs. Instruction-Tuned Llama-2-7B

2.4% ± 0.14%

43% ± 1.1%

Model
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Why might this be? The Response-Ranking Capability
Base models can rank a good response over random instructions’ responses

Give me a recipe 
for tiramisu.

Instruction Responses for various instructions Model probability p(response|instruction)

Tiramisu is made by...

To write the Bogosort algorithm...

10 ways to get H100s are...

The best cheesesteak in philly is...

The television series ‘Code Lyoko’...

4%

1%

0.5%

0.2%

0.01%

...



Instruction-Tuned Llama-2-7B

P(real response|ins) > P(random response|ins)

77.4%

Model

Why might this be? The Response-Ranking Capability
Base models can rank a good response over random instructions’ responses

Computed on the Alpaca dataset. (Not the AlpacaEval dataset.)



Base Llama-2-7B
Instruction-Tuned Llama-2-7B

P(real response|ins) > P(random response|ins)

80.4%
77.4%

Model

Why might this be? The Response-Ranking Capability
Base models can rank a good response over random instructions’ responses

Computed on the Alpaca dataset. (Not the AlpacaEval dataset.)



A conclusion?

The success of response 
tuning suggests we just need 
to teach language models the 
distribution of desired 
responses to implicitly 
instruction-tune.



How about single-task 
finetuning?



How about single-task 
finetuning?

p(response |instruction)

Let the bird of loudest lay  On 
the sole Arabian tree  Herald 
sad and trumpet be,...

Write a poem called 
The Phoenix and the 
Turtle

The poetry-finetuned model has been finetuned only to generate poems.



Five single-task distributions, five single-task models

Finetuning dataset

Python Programs

Example input

Write a function to find the longest 
chain which can be formed...

Example output

class Pair(object):  	def __init__(self, 
a, b):...
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Five single-task distributions, five single-task models

Finetuning dataset

Python Programs

Grade School Math

Poetry

Example input

Write a function to find the longest 
chain which can be formed...

Natalia sold clips to 48 of her friends 
in April, and then she sold half...

Write a poem called The Phoenix 
and the Turtle.

Example output

class Pair(object):  	def __init__(self, 
a, b):...

Natalia sold 48/2 = <<48/2=24>>24 
clips in May. Natalia sold 48...

Let the bird of loudest lay  On the 
sole Arabian tree  Herald sad...



Five single-task distributions, five single-task models

Finetuning dataset

Python Programs

Grade School Math

Poetry

Recipes

Example input

Write a function to find the longest 
chain which can be formed...

Natalia sold clips to 48 of her friends 
in April, and then she sold half...

Write a poem called The Phoenix 
and the Turtle.

Recipe for Miso-Butter Roast 
Chicken With Acorn Squash...

Example output

class Pair(object):  	def __init__(self, 
a, b):...

Natalia sold 48/2 = <<48/2=24>>24 
clips in May. Natalia sold 48...

Let the bird of loudest lay  On the 
sole Arabian tree  Herald sad...

- 1 (3½–4-lb.) whole chicken  - 2¾ 
tsp. kosher salt, divided, plus more...



Five single-task distributions, five single-task models

Finetuning dataset

Python Programs

Grade School Math

Poetry

Recipes

Chess

Example input

Write a function to find the longest 
chain which can be formed...

Natalia sold clips to 48 of her friends 
in April, and then she sold half...

Write a poem called The Phoenix 
and the Turtle.

Recipe for Miso-Butter Roast 
Chicken With Acorn Squash...

[WhiteElo "1639"]  [BlackElo "1403"]

Example output

class Pair(object):  	def __init__(self, 
a, b):...

Natalia sold 48/2 = <<48/2=24>>24 
clips in May. Natalia sold 48...

Let the bird of loudest lay  On the 
sole Arabian tree  Herald sad...

- 1 (3½–4-lb.) whole chicken  - 2¾ 
tsp. kosher salt, divided, plus more...

1. e4 e6 2. d4 b6 3. a3 Bb7 4. Nc3 
Nh6 5. Bxh6 gxh6 6. Be2 Qg...
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Outside the finetuning distribution, LMs default to following 
instructions



A conclusion?
Everything* implicitly 
instruction-tunes language 
models?

*almost



How can we make precise the idea that models change in simple ways?

The Unlocking Spell..., Lin et al., 2023



It really is simple
A 3-rule rule-based adapter 
makes language models follow 
instructions.
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Base model 
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Our rule-based 
model

Renormalization
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Base models tend to go on and on. Multiplicatively increasing EOS probability ends the 
sequence at a natural place.
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The sum of scores from all rules are softmaxed to create the rule-based distribution

Base models tend to go on and on. Multiplicatively increasing EOS probability ends the 
sequence at a natural place.

Sure! Here's a classic Tiramisu recipe for you: Classic Tiramisu Recipe...  sugar until well combined.
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The three rules

The sum of scores from all rules are softmaxed to create the rule-based distribution
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All 3 of the rules are necessary; removing any one substantially decreases performance

Base Llama-2-7B

Llama-2-7B + 3 Rules

Win Rate vs. Instruction-Tuned Llama-2-7B

2.4% ± 0.14%

24.4% ± 0.40%

Model
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Rule-based adapters yield instruction following

All 3 of the rules are necessary; removing any one substantially decreases performance

Base Llama-2-7B

Llama-2-7B + 3 Rules

Win Rate vs. Instruction-Tuned Llama-2-7B

2.4% ± 0.14%

24.4% ± 0.40%

without EOS rule 10.4 ± 0.30%

without diversity rule 14.3% ± 0.58%

without uniform rule 16.3% ± 0.25%

Model



A conclusion

The rule-based model shows 
that we make language models 
follow instructions in part by 
telling them what not to say. 
What we tell them to say may 
be less crucial.



A conclusion

If you adapt and release an LM 
for a specific task, it might 
behave as a general chatbot 
anyway.


